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1. Research Background 

• The environment sound can be easily distorted  by non-
stationary noise, diverse sound events, and overlapping au-
dio events in the time or frequency domain.  

• Ability to detect and adapt to concept drift in order to  pre-
vent degradation in  accuracy is important.  

• Retrain and redeploy model periodically can be time-
consuming and expensive, while selecting the frequency of 
updates is also not a straightforward task. 

• Majority of sound recognition solutions assume that data 
come in a sufficient amount and with a representative, 
fixed underlying distribution, which is rarely the case.  

 

2. Proposed method 

Drift Detection Method 
● Detect concept drift then supply data 

for adaptation 
● Calculate Kernel Density Estimation be-

tween Current and Previous Window. 
● Calculate variation between windows 
● The larger window variation, the 

stronger Concept Drift symptom 

Drift Adaptation Method 

● Train the incoming data then combine 
it to current model 

● Merge all similar component based on 
Kullback Leiber Divergence before and 
after merge 

 
 

3. Experiment Setup 
The overall dataset consisted 
of 12,000 audio segments of 
ten seconds each, equally dis-
tributed between 15 different 
scenes and annotated with 
their ground-truth labels. 
Based on that dataset we gen-
erate T1,T2 and T3. Two Test 
Scenario Used, namely  Active 
Scenario and Passive Scenario 

4. Result & Discussion 

• The experimental results demonstrated that the proposed algorithms work well in detecting 
and adapting to three types of drift scenarios.  

• KD3 demonstrated a better performance than ADWIN except for T1. This is mainly because 
KD3 takes the entire data distribution into account, while ADWIN uses only its average. 

• The drawback of KD3 is its high computational cost  

• The adaptation cycle (i.e., the number of data points to update) plays an important role in 
achieving a good performance in the passive approach  

• By comparing the active and passive approaches to detecting concept drifts, the number of 
data to adapt to the model is a crucial factor impacting the method’s accuracy.  


